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Ladies and Gentlemen, | would like to deliver my through concealed motive power.” It may be argued that
message — if | have any message at all — in two sepathis definition describes still a pedestrian gadget, bexaus
rate parcels. The one parcel will have to do with the in-with patience and skill we may “reveal” the concealed
teraction of automata with their environment, that is with mechanism. However, the situation changes drastically,
the universe in which they are embedded; the other parif — for some reason or other — we are in principle
cel will have something to do with the interaction of su¢h unable to reveal that hidden mechanism. Under those
automata with each other, when they attempt to commueircumstances we are forced to drop the “as if” in the
nicate some of the features of the universe which | shalabove definition and we have a truly “free” system be-
assume to be common to all of them. fore us which acts on its “own will". It may, perhaps,

You will be shocked, perhaps, by the idea that | amamuse you to note that Aristotle used the term “automa-
going to use automata as the central figures of my disqugen” in the latter senge | presume that a bad translation
sion about such esoteric matters as perception, represeim-the early nineteenth century of the famous passage in
tations and eventually aesthetics, instead of making mabe Motushifted its meaning to its weaker usage of today.
the actor in this play. However, | hope that first | shall be At this point you may rightly ask how such systems
able to dispel the general notion that an automaton is @an ever be built. Unfortunately, a tight proof of my as-
pedestrian, predictable, deterministic moron; and secondertion of the feasibility of such systems would take up
that in specifying the kind of irrationality, ingenuity angd a one-semester seminar, thus, | hope you will believe me
the freedom of choice in my fellow-automata | shall be that such systems can be built, if they are made up of
in a much better position to deal with, for instance, thecertain elementary components that can be specified in
all-elusive problem of esthetic’s, which will be seen to precise term | shall later discuss such elementary com-
belong to the second parcel of my presentation, becaugeonents, however not in terms of electronic gadgetry, but
the logical modality of this problem requires at least twoin physiological terms. With your permission | shall give
interacting elements that communicate certain features ofou a brief description of structure and function of the
their common environment. physiological elementary component, the nerve-cell, bil-

My first task in this presentation is a rehabilitation lions of which interact in a most remarkable way to in-
of the term “automaton.” Unfortunately, in informal dis- sure proper — and, alas, sometimes improper — action
cussion, but also in recent literature, journal articles an of the most fascinating automaton, namely man. On the
in the press, you will find the terms “automaton” and other hand, to suggest the feasibility to construct elec-
“robot” freely interchanged as if they would refer to tronic automata of reasonable sophistication, | have in
one and the same thing. This, however, is not the casehe hall the electronic model of a simple “eye” of such
While “robot” is derived from the Czech womdbbotnik | automata of the future. This eye (fig. 1), we call "Nu-
— worker, became popular through Capek’s delightfulmarete”, is an artificial "retina” that counts the number
play Rossum’s Universal Robotand refers to a stupid of separate entities in its visual fiéld| shall give you
mechanism carrying out without its own initiative all that later a more detailed account of such elementary “per-
it is commanded to do, “automaton” is derived from the ceptors”. Presently, however, | would like to go a bit
Greek automatizein— to act according to one’s own deeper into the concepts of “spontaneity” and “freedom”,
will, and thus refers to a gadget on a much higher level ofparticularly “freedom of will", because these concepts
sophistication. Indeed, if you care to look up “automa-ore generally believed to be exclusively associated with
ton” in a dictionary you will find that an automaton is anthropomorphic functions and heripso factonot as-

“... acontrivance constructed to act as if spontaneouslysociable with artifacts.
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proximately 1/6 of the number of tosses. In other words,
our predictions will assume statistical character if we are
to deal with systems which react under fixed rules, or
fixed constraints, but whose behavior is too complex to
be analyzed in each particular case. The circumstances |
have just described are still very pedestrian indeed, be-
cause | can name at once an additional feature which
will make my system much more sophisticated, or, let
us say, more unpredictable, or more “free”, and that is
if I assume that the constraints that govern the behavior
of the system are themselves influenced by the behavior
of the system. For example, | may suggest that my die
is filled with a viscous liquid in which a piece of lead
is suspended. If in the beginning this “loading” is per-
fectly centered, this die will first appear as an honest die.
However, in the long run this die will have the tendency
to favor a particular face, because if a certain face per
chance has come up more frequently in the early tosses
Figure 1: The “Numa-Rete”, an artificial “retina” countingtie the load will have sunk to the OppOSIt(?_SIde shown Wh”_e
number of objects independent of their size, location anu fand atrest and thus enhances the probability to come up with
independent of strength of illumination. the same side again. This die has, so to say, a “memory”
that regulates its future behavior as a consequence of its

; X ; 2 | past“experience”. Although this die’'s behavior becomes
essentially a negative concept in the sense that it is a@agier to predict after every toss, because its internal con

indication of the absence of constraints, or to put it eVenyraints are growing, from a statistical point of view it is
more precisely, an indication of our ignorance of the CAN-3 hard nut to crack, because the laws that describe its

straints acting on the system. This is best illustrated if Weyahavior are changing all the time. It is this kind of com-
take the degree of predictability of a system as its appary|exity that we have to expect in our automata that ele-
ent freedom. This suggests at the same time the relativgytes them to critters of considerable sophistication with
notion of this concept because predictability may vary, peculiar kind of unpredictability, and hence with an
from observer to observer. For a people which does hofnnarent considerable degree of freedom. On the other
know the laws of celestial mechanics an eclipse may appang it is easy to see that if we endow our automata with
pear as a spontaneous act of a supreme being, while forge capacity to assess their own activity but remaining
student of planetary motion this event may be used {0 S&horant about their internal constraints that govern this

his clock. To him the constraints that govern the motion, ity they, themselves, will boast about their freedom
of celestial bodies are known and he can predict withingt \iji. for which we, who have built these constraints

fraction of seconds the onset of, say, & solar eclipse. Ofg their workings, have only a mild, sympathetic smile.
the other hand, he is lost when invited to predict the out- | hope that | have not overestimated your patience
come of the toss of a die, despite the fact that all laws thaitn this somewhat prolonged introduction in which |

govern the motion of the die are known. Here, the sheepy stated the postal regulations under which | shall de-
complexity of evaluating all determining conditions as, |jyer my two parcels.

for instance, initial angular momentum, velocity and c0- | ot me now briefly outline the contents of my first

ordinates of the die, roughness of the table on all pointsyacel which deals with the interaction of automata with

etc., that make itimpossible to predict the outcome. NeVypeir environment. In Figure 2 | have attempted to sketch
ertheless, one can still make certain predictions of the reg,a main points | want to make now. The two enti-

sults of tossing a die, however, they will be formulatedies “environment” and “automaton”, that | have men-
in asqmewhat different way as compared to pre_dicti NYioned before, are in Figure 2 represented as weakly
made in the case of determinable systems. For instancg,tiined boxes labeled “universe” and “system” respec-
we are able to say that each outcome will belong to & sefyely. What | want to show in the following is first, that

of precisely six elements, namely the six different eyese constraints (Con) which prevail in this universe give
of the die. In addition, we are able to say that in the Iohgise 10 its structuralization (Str.); and second, that our

run, playing with an “honest” die, each face will come Up gy stem perceives (dotted arrows) some of the structures
with approximately the same frequency, that is with ap-

As has been noticed relatively eatl{ffreedom” is
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in this universe via its sensory apparatus in form of struc-360°. In Figure 3 | have a hexagonal net in which three

tural information (St.In.). This information is passed @

to its “brain” (B), which, in turn, has to compute, or t

n sets of parallel lines intersect each other at precisely 60°
0 The intersection points are one unit step apart and hence,

reconstruct, or to hypothesize about, the constraints presur spot will move from intersection point to intersection

vailing in the universe that caused the structures, the

formation of which was passed on to the brain, etc., €
The circularity of this process is, | believe, quite obviol

in this sketch, if one just follows the arrows which ind

cate the flow of information. Since running around th

loop takes time, you may, perhaps, appreciate my s

gestion that the self-correcting action in evolution th
eliminates systems which permit misrepresentationg
environmental structures follows precisely the same ¢

cular pattern, if we replace “Brain” by “Gene”.

UNIVERSE

Str.

\/

SYSTEM

T T
L1
1
\A A

Str. In.

\4

Figure 2: Diagram of the information flow between a “Univetsand
a “System.”

In my introductory remarks | have already suggest
what | mean by “constraint”, namely that in a univers

with constraints not everything happens that may h

pen from a purely logical point of view. In other words,

inpoint, leaving a trace of its activity.
tc. Putyourself for a momentinto the shoes of this spot.
IsYou have come up to an intersection point where there
- are precisely six choices of where to go from here. A
isdecision has to be made, and hence these intersection
ugpoints may be called “decision points .” In absence of
atany particular philosophy about what to do, you consult
o# die (the “Eena, meena, mina, mo — method” of chil-
irdren, also called the “Monte Carlo — method” amongst
modern computer engineers). Assume the die comes up
with face 2. You proceed one unit step at an angle of
120°to the right from where you came on the previous
step. With this you have reached a new decision point
and again you consult your die as to what to do next, etc.
The outcome of such a “random walk” process is given
in Figure 3.1 for the first 26 tosses with an “honest” die.
The sequence is:

3112235411312636441523632. ..

in the case that you care to check it. Clearly the result
is an unpredictable, unstructured zig-zag path, that will
eventually cover the whole plane. In strong contrast to
this path arc the patterns drawn in Figures 3.2, 3.3, 3.4
and 3.5, the easiest to understand is 3.3. Here the die
was heavily loaded and could only show either face 2
or face 4, depending upon whether you run through this

edhexagon clockwise or counterclockwise. In Figure 3.2,
se after an initial “transient” of coming up with a “2” the

pdie assumes the stereotyped pattern 34343434. .. In Fig-
ure 3.4 the periodic sequence 44414441. .. generates the

in a universe with constraints the probability for certain hexagonal star, while the intricate geometrical figure in

states — or state transitions — is vanishingly small.

instance, that this room suddenly transforms itself i
Priam’s castle in Troy is, alas, very small indeed. Or
to put it even more bluntly — a universe with constrain
acts very much like a complicated, but heavily load
die.

However, | have not yet shown that prevailing co
straints in a universe give rise to its structuralizati
Let me show you this interdependence of constraint
structure by using again as an example a die as the
erator for some structures. Assume that the movem
of a spot in a plane are controlled by the outcome of
tosses of a die in the following way: at each toss

spot makes one step of unit length, however, the direc

tion in which it turns is dictated by the [eyes] shown
the die: if one eye comes up, the spot turns 80° to the
right, if two eyes come up, it turns 2 60° to the right;
etc., ... if 6 eyes show, it just turns aroundx660° =
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or3.5 is produced by the period
to 3313132335133.

With these examples | wanted to show first that con-
1S straints imposed upon a “universe”, which is represented
here simply by a die and a spot, indeed produce some
structure in this universe; second, that with the increase
" of the intricacies of the constraints, structures of higher
N-complexity do emerge. We may even go one level up
our abstractions and study the class of structures for
€Which the constraints have constraints. For instance, it
mi%ay amuse you to realize that our moving spot will de-
h&cribe closed figures only if the sum of the digits in the
Ulgenerating period cannot be divided by 3. In our little
universe, such theorems play a similar fundamental role
Y as, say, the principles of conservation of energy or New-
ton’s Laws play in the framework of theoretical physics.
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Figure 3. 3. Walking patterns of a completely free (1), a ct@tely
deterministic (2) (3) (4) and (5). and a slightly constragyistem (6).

| have given two examples of universes, one that is

completely unpredictable, indeterministic and free, a
another one, where each event is determined by the

vious event.
dictable, because the constraints are so strong that t
is no freedom left for the system. In my final examp
concerning this simple universe | shall propose a mixty
of these principles in the sense that the probability o
particular sequence is slightly enhanced at the expensg
the probability of all other sequences. Take a seque

with a period of four digits. The probability of a par-

ticular four digit sequence i€1/6)* = 1/1296. | pro-
pose to construct a die that gives all four digit sequen
an extremely small reduction in the probability of the
occurrence, namely 1/1297 instead of 1/1296, with

exception of one sequence, which now has an enhanced

In this case the future is absolutely pre

| shall leave now this somewhat abstract game and
turn to another example of the generation of structure
through constraints that have much more concrete ap-
peal. However, the notions developed in the abstract dice
game will come in handy in dealing with the regulations
of the universe which | propose next. Take the 26 letters
of our alphabet plus a “space” as the possible 27 states
of our universe. If no constraints prevail in this universe,
that is, if all letters may come up with equal probabil-
ity of 1/27, a sequence of the following form may be
generated with an “honest” wheel-of-fortune having 27
positions (6):

(i) ... XFOML RXKHRIFFJVJ ZLPWCFWKCYJ FFJEYVKOQSGHYD
QPAANKBAAACI BZLHIQD . . .

This is called a “zero order approximation” to English
because no constraints of letter sequences that exist in
English are taken into consideration. We may now in-
troduce the actual frequency distribution of letters in En-
glish texts and generate the following sequence with a
slightly crooked wheel of fortune:

(i) ... OCROHLI RGAR NM ELWS EV LL NBNESEBYA TH EFl
ALHENHTPPA OOBTTVA NAH BRL ...

Here we have a first order approximation to English and
although it does not sound very English yet, one sees at
. least some structures emerge that may have word charac-

nl er. The situation improves if we go to the second order

pr

approximation in which we take notice of the constraints
%hat bind two adjacent letters with preferred probabditie

1e$e|agrams):

e (i) ... ONIE ANTSOUTINYS ARE T I NCTORE ST BE S DEAWY
ire ACHI ND | LONASI VE TVCOOVE AT TEASONARE FUSO TI ZI N
fa ANDY TOBE SEACE CTISBE ...

N %fnd finally here an example of a third-order approxima-

NCon in which the constraints are taken into consideration
that give the letter that follows two previous letters its

‘egppropriate probability in English:

L

ir (iv) ... INNGIST LAT WHEY CRATICT FROURE BI RS GROCI D
he PONDENOVE OF DEMONSTRURES OF THE REPTAG N |'S
REGOACTI ONA OF CRE ...

chance to come up, namely with a probability of 2/1297.pgain in my opinion, it is not only quite surprising, but

I choose the sequence 4441 of our previous example (figy 5, very significant, that by imposing only a slight con-
3.4) as the predominant sequence and “tossed” an €legyaint structures are generated that resemble each other
tronic die 10,000 times. The resulting path of our spotisy, 5 certain degree. Consider, for instance, the last ex-
drawnin Figure 3.6. Itis — atleast for me —always sur- ymple which contains not only several English words,
prising to see the remarkable structuralization that takeg 5150 suggests at least two delightful specimens which |

place if only slight constraints are in operation. Clearly iiny should indeed be in our vocabulary as, for instance,
the old hexagonal star emerges again and again, this timendenome” or “Demonstures”.

— of course — in a variety of overlappings, since 1295

other four digit sequences have a chance to come up.
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Since the letters of the alphabet are undoubtedly
somewhat artificial building blocks of a language —
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“phonemes” would have been a more appropriate chaicésystems” as | called them in Figure 2. On the agenda
for linguistic particles — | shall give you finally two ex4 now is a description of how these systems perceive some
amples of a slightly loaded random sequence where|inef their environmental structure and how they manage to
dividual words are the distinguishable states of the unitnake some inferences about the constraints that are re-
verse. The constraints on the randomness of choice wilkponsible for the emergence of these structures.

be a second-order approximation to word order in En- | shall rid myself of this task by attempting to give
glish in the following example (v) and a fifth-order (7) you in the shortest feasible time the best account that |
approximation in example (vi): am able to give today on the structure and function of
man’s central nervous system and its remarkable con-
stituent, the single nerve cell, because | would not know
of a better system that resembles the kind of automata
| have in mind. Aha, you may say, here | was talking
big, promising you to describe marvelous little gadgets
that can do all sorts of interesting tricks, and now I turn
If you consider this to be a fair representation of “Beat-meekly to one of the greatest miracles, to man himself,
nik” poetry, the next example with its somewhat higherto help me out of the predicament. No, Ladies and Gen-
constraints may be regarded as an attempt of much highélemen, | have not the slightest intention of avoiding the
literary aspirations: issue, because | may assure you that within the next half
hour it will be rather impossible to account fully for the
structure and function of a system as intricate, complex
and magnificent as man — besides nobody knows how
it works — but that little part which we know is quite
sufficient to guide us in constructing automata of con-
siderable sophistication. Since these various functions

that are known to us can be put into precise qualitative

Again one should bear in mind that these word sequenceg, g quantitative terms, we have a blueprint for the real-
are generated by a random device being constraint onli,aion of such functions in electronic components and
to variously loaded probabilities in the transitions fro nothing — except the rather staggering expenses that are
one state (word) to the next state (word) correspondingolved in coping with the sheer size of such systems
to transitions as they appear in natural language. Inthe_ .5, stop us from actually building them. Today, how-
second parcel of my prese_ntatlon | shall return to th *S@ver, these automata will populate my presentation only
examples because they will be useful — 1 hope — linjy form of a “Gedanken-Experiment”. But since they are
showing the necessity for structural similarity betweenconsirycted only according to known features of our ner-
repre- o vous system, they will help me in avoiding a rather pop-

[text missing] . . ular pastime, namely to trade in ignorance for nonsense

[proba?]-bilities which controlled theransitions | g it is frequently done by introducing pseudo-scientific
from one word to the next, and so on. These examp €%oncepts as, for instance, “Ego”. “Id”, “Subconscious”,
referring to temporal neighborhood relationships in €-tc., which are all examples of pathological grammar of
guences of structured events, have, of course, their ¢ URyntactical monstrosities.

terparts in spatial neighborhood relationships in geomet-" A central position in my description of the nervous
rical structures as we have seen earlier. Our constructs %fystem will be taken by the nerve cell — or neuron for
Figure 3 were nothing else but geometrical representashort — and | have to apologize to those of you who gave
tions of sequentially ordered events. Since, for instanCeéme the honor to listen to my presentation of this topic on
in a linear design each point has two immediate neighyiher occasiorfs?, if | am going to repeat some of the
bors, it is the geometrical relationship of at least thesg,sints that are already familiar to you. As you will see in
two neighbors for all points that determines the shape, moment, this cell is in itself a highly complex automa-
as whole. With this observation we have an important,, - capable of many more operations than the simple
clue as to some of the constructional principles of our augactron-tubes or transistors used in modern high speed
tomata, because we may now look for some means to insectronic computers.

corporate the appreciation of neighborhood relationships  afier half a century of intensive study of the neuron,

into our systems. its physiology, topology, chemistry, electro-chemistry,

I shall now turn to my second pointin my first parcel, molecular structure, etc., we still cannot say today that
and shall discuss the inner workings of my automata, or

(V) ... THE HEAD AND I N FRONTAL ATTACK ON AN ENGLI SH
WRI TER THAT THE CHARACTER OF THI'S POINT IS
THEREFORE ANCTHER METHOD FOR THE LETTERS THAT
THE TIME OF WHO EVER TOLD THE PROBLEM FCR AN
UNEXPECTED . . .

(Vi) ... HOUSE TO ASK FCR IS TO EARN OUR LI VI NG BY
WORKI NG TOMARDS A GOAL FOR HI'S TEAM I N OLD
NEW YORK WAS A WONDERFUL PLACE WASN T | T EVEN
PLEASANT TO TALK ABOUT AND LAUGH HARD WHEN HE
TELLS LI ES HE SHOULD NOT TELL ME THE REASON VHY
YOU ARE |'S EVIDENT ...
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we know precisely all the features of this fascinating ¢
ementary organ. However, we can say today, that
are in possession of different levels of approximatio
of its structure as well as of its function, and in the la
few years models of these approximations have been
alized in electronic “hardware” which opened new vist
for physiologists, psychologists and for inventive and €

2|-of an “end bulb”, the other one is a somewhat haphaz-
weard ascending intertwining with the dendritic ramifica-

ngions of the target neuron. If one penetrates with an elec-
sttric micro-probe the enclosing membrane at any point of
réhe neuron, one finds a change of the electric potential
asof somewhat less than a tenth of a volt, which indicates
n-that the whole structure in its rest state is a charged, dis-

terprising engineers.

apical
dendrite

SO

hagal
depdrites

Figure 4. Cell body, dendrites (upwards) and axon (downwaaf a
cortical neuron.

Figure 4 shows one of the several billion neurons
the outer folds of a cat’s brefinThe big blop in the cen-
ter is the cell-body proper, the “soma”, which houses {
cell’s nucleus and is probably responsible for the ne
ron’s metabolic activity. The same membrane which €
velops the soma forms also the tubular sheaths aro
the many ramifications extending from the soma. The
are two kinds. One kind is seen branching off in all d
rections in a tree-like fashion, the “dendrites”. The oth
one, “the axon”, is smoothly surfaced and rather straig
It extends downward, bifurcating further below on mar
points, exhibiting a more regular, somewhat perpend
ular pattern. The diameter of the axons may vary frg
a few microns to hundreds of microns, its length from
few millimeters to a meter or more. Most of these axo
terminate on other neurons and establish two differ
kinds of connections as sketched in Figure 5. Oneis a
rect attachmentto the soma of the other cell by formati

tributed electric battery.

TNRIBITION

INHTRITION

DOUBLE

EXCITATION
EXCITATION

SINGLE
EXCITATION

4]

o]

Figure 5: Schematic (a), and symbolic (b), representatioina single
neuron.

If at the soma this electric potential is momentarily
perturbed beyond a certain threshold value, the neuron
will “fire”, i.e., the perturbation will travel along the aro
in form of an electric pulse and will pass on this pertur-
bation to its connectees which, in turn, will respond to
this perturbation by producing again an electric pulse.

~ You may note the following interesting details in con-
Mnection with this interaction process. First, the magni-
tude of the electric pulse is independent of the size of
hethe perturbation. However, a prolonged perturbation in
*Usensory cells will produce a chain of puldesth a repe-
N+ition frequency approximately proportional to the loga-
Ungthm of the intensity of the stimulus (fig. 6a). Thus, fre-
*'fuency modulation has long been employed by nature,
I- before it was discovered as a noise-evading method for
Ertransmitting signals, and the neat little trick of coding in
httensity into its logarithm reduces not only the problem
Y of multiplication to simple addition, but also compresses
ICa wide range of intensities into a narrow band of mea-
Msurable quantities. However, after the frequency modu-
Alated signal that comes from our sensory receptors has
NSheen “processed” by a variety of layers of neurons that
En_Feceived these incoming signals, the pattern of electric
diactivity is not any more as simple as we observe it im-
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Omediately after the sensors. If one probes deeper into the
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brain and picks up activity of single nerve-cells compli
cated, but still periodic, pulse activity is observed (fi
6b). | would like to stress at this point that we hay
to make it utterly clear to ourselves that every thoug

e

and every impression we obtain from the outside wo
is solely represented by the pulse activity of our neurd
which is the only language within our system that is sp
ken and understood by all nerve cells.

Figure 6: Electrical activity measured with a micro-probe the axon
of a sensory (a) and a cortical (b) neuron. (a) Frequency nfettitn,
(b) pulse interval modulation.

Another important point | would like you to note is
that the magnitude of the traveling pulse does not dimijn-
ish while it travels along the axon, even if a bifurcation
is reached and from then on two pulses travel along th

tracks. This is, of course, due to the cleverly distributed

battery which supplies the necessary energy at any poi
along the line. Hence, a set of neurons in series may
as an impressive signal amplifier.

The last point which has to be made with respect|to

al

the interaction of neurons is that the two types of connec-

of functions. Connections via end bulbs provide un
of excitations, while axons terminating in the dendrit
ramifications will inhibit the firing tendency of the tart
get neuron. In other words, if two pulses arrive almg

to
tions as sketched in Figure 5a fulfill two different kinds
ts
C

the other one over the dendrites, their actions will can

a
instant the only active input is a single end bulb and th
threshold of the cell is zero, this will suffice to trip the

t

neuron and it will transmit a pulse via its output axon to

other neurons in its connection field.
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that crosses our mind, every motion that grips our hear
rld
ns
0_

4

st
simultaneously at a nerve cell, the one over an end bulb

3

out and nothing will happen. If, however, at a particular

Threshold1: A or B Threshald ¢: B implies A
a: A 1: A
4 & and B 2 A, but not B

i b

Figure 7: Single neurons computing a variety of logical fliores.

It was precisely this functional property which sug-
gests the possi- bility of an idealization of the function
of a neuron in form of a logical operation, the affirma-
tive represented by excitation, negation represented by
inhibition. Figure 5b is a symbolic representation of this
situation, the triangle standing for the soma, its single
upward extension indicating dendritic ramifications with
the loop around it symbolizing the inhibitory axon. Ex-
citatory inputs have unmistakably the characteristic end
bulbs. Depending upon the symbolic neuron’s thresh-
old (which is assumed to change in unit steps) and the

eiF;trrangement of the input fibers, one or more of these

Idealized elements are capable of computing all possi-
t%le “logical functions”. In Figure 7a, for instance, for
threshold of one unit the neuron will fire when fiber
is active, or when fiber B is active or when both A
and B are active, hence the logical function8AB” is
computed. Raising the threshold one unit, it will fire al-
ways when A is active irrespective of the activity of B,
since the logical function “A” is computed; finally if the
Sthreshold is three units, only the simultaneous arrival of
pulses over A and B will trip the neuron and the func-
tion “A andB” is computed. Similarly in Figure 7b the
functions “BimpliesA”, “A” and “A, but not B” are com-
uted if the threshold moves through the values 0, 1 and
Networks of these idealized neurons can be made ca-
able of computing more and more complicated logical
relationships, and, as McCulloch and Pfttshowed in
their celebrated paper, “A Logical Calculus of the Ideas
Imminent in Nervous Activity”, any functional behavior
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which can be defined logically, strictly unambiguously jn
a finite number of words can also be realized by suc
formal neural network.

sibly perform them. It has also been attempted to na
specific functions which by their nature exhibit this li
itation. It has been attempted to show that such spedific
functions, logically completely described, grer seun-
able of mechanical neural realization. The McCulloch
Pitts result puts an end to this. It proves that anything
that can be exhaustively and unambiguously describec
anything that can be completely and unambiguously pu
into words, isipso factorealizable by a suitable finit
neural network.”

| am sure that you have recognized in this citation
by von Neumann a paraphrase to my earlier assertior
namely, that we are today in a position to build — in
principle — automata that will do everything that is ap-
propriately specified by us. We only have to equip this
automaton with the kind of formal neural network which
corresponds to the tasks the automaton is required to pe
form. This puts an end also to the discussions of whethe
or not we can build a machine that can, for instance, cam:
pose music a la Mozart. The answer is that such a ma
chine — in principle — can be built if somebody says
what “a la Mozart” means. This is not an evading of
the answer. It is, in my opinion, a challenge to us to
come up with more precise specifications. If we megn
“in the style of Mozart” then we are compelled to spec-
ify this particular style. If we mean “music as beautiful
as Mozart's music” we have to define “beauty” in the
special sense of Mozart's beautiful music, etc. Hence,
having these automata in the back of our minds, we
compelled to formulate our ideas in precise and rigorqusFigure 8: Figures (a) (b) (c) show with decreasing magnifizatthe
terms, a task that is in its difficulty comparable to build- structure of neural nets in the cortex of a cat.

ing these machines. However, | believe it is worthwhile .
. v . Let me show you now a few examples of physiolog-
to undergo this purification process, because ambiguit : : .
cal nerve nets as they can be studied on microscopic

in symbolic representation is as dangerous as misrepre

sentation of environmental features in a single syst m?“des' Figure 8a |sé€an enlargement of a small region
As we shall see later, two communicating systems t al the cortex of a caf. The structure that stands out
cannot converae to tr;e same interpretation of a s mbomost strongly is a single neuron with its cell-body and a
: onverg P rasy Hew dendritic ramifications extending upward. It is sur-

will be eliminated by the harsh rules of evolution in the . s

: . N rpunded by many other neurons with which it may or
same way as a single system is doomed to extinction hamay not have communicative connections. | may point
makes false interpretations of certain features of its '

: : out that these neurons are made visible by a refined stain-
rounding universe. ing method which, however, stains only about 1% of the
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neurons in this region. You have, therefore, to imagi
a dense jungle of such neurons, approximately a h
dred times denser as this picture indicates. This accol
for the extraordinary large number of neurons which ¢
be squeezed into a relatively small container such as
skull. We carry in our brain approximately ten billiof
neurons, each of which is a most sophisticated compu
element. In order to give an idea of the expenses t|
would be involved in just manufacturing these compl
components, | am giving you the latest estimates of a s
gle electronic unit that would do all the tricks we know ¢
that the physiological neuron does. Considering pres
state of the art, comparison shopping indicates that a
gle neuron would run to about $125, that is as much
one has to pay for a good FM-Transmitter-Receiver. T
sheer componentry of a “single brain” would cost us t
day about 1250 billion dollars — not to speak of the lab
costs that are involved in connecting this Mount Eve
est of gadgetry. Figures 8b and 8c are magnifications
decreasing power of the same cortical region of the ¢
giving you more and more of the whole structural setu
Although you may recognize in 8c a certain directiong
ity and order in the way in which the fibers are aligne
two of the most basic principles of the operation of the
nets had to be established by measurements with ele
microprobes.

Figure 9: “Homunculus”, Sensory neighborhoods are mapp&d i
cortical neighborhoods. Topological mapping of the seiesabf
touch into the outer layer of the brain.

One of these operational principles is a mapping of®

neighborhoods into neighborhoods, or the principle
“topological mapping”. We speak of topological mag
pings whenever we can set up a continuous one-to-
correspondence between, say, an “object” and its “i
age”, although, by no means, the image has to resen

nethe object in an obvious way. All geographical maps are,
unef course, topological mappings of some terrestrial fea-
untsires, all projections and all deformations we may obtain
arfrom painting figures on a rubber balloon and squeez-
oling afterwords this balloon into the craziest shapes. Ob-
n viously, in all these transformations neighborhoods will
itemap into neighborhoods and continuity is not destroyed.
haErom my previous remarks on the manifestations of con-
exstraints in form of certain relationships amongst tempo-
inFal or spatial neighbors it is clear that a transformation
f from one representational modality into another repre-
ergentational modality that does not destroy neighborhoods
sinwill still permit the analysis of the original neighborhood
aselationship and thus will allow the eventual reconstruc-
heion of the operating constraints. In many instances our
0-nervous system indeed performs such topological map-
orpings, particularly when sensory information is projected
2r-into the deeper regions of the brain where this informa-
ofion is further processed and reduced. A typical example
atis the topological preservation of our body with respect
p.to the sensation of touch in the appropriate regions of the
al-brain as you may see in Figure 9. This “Homunculus”
d,is obtained® by registering with microprobes those re-
segions in the brain which become active when certain re-
ctrigions on the body are stimulated. Thus, we carry in our
brain a “signal-representation” of ourselves, with more
or less emphasis upon those regions to which evolution
allows us to pay more or less attention. Of course, this
signal representation is only a preliminary step in further
abstractions to which | would like to turn now your at-
tention.

I am referring to the second basic principle of oper-
ation of nerve-nets. It is only a couple of years ago that
Lettvin’* and a team of neuro-physiologists established
this principle beyond doubt in a series of brilliant exper-
iments. Let me briefly describe the experimental set-up.
Afrogistied to a small stand, with his head fixed in a cer-
tain position. He is surrounded by a white, hemispherical
horizon covering his entire visual field. The illumination
of this horizon can be varied, strong shades of objects of
various configurations can be projected on this horizon
and these shades can be moved about. The frog’s re-
sponse to these optical stimuli is measured in two ways.
His muscular action is recorded from the stand to which
he is attached. His neuro-optical response is measured by
microprobes which are inserted into single fibers of the
ptic stalk which is made up of the bundle of nerve-fillers
01:Ieading from the frog’s retina to its “brain”. Exposing the
_frog’s visual system to a variety of stimuli, Lettvin and
onla,is colleagues found most interesting results. Maintain-
m_ing the micro-probe in a particular fiber, response was
1b%nly elicited when a certain kind of stimulus was pre-
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sented, for instance, when the light was suddenly turned  An obvious effect of this particular inter-connectivity
out. This particular fiber remained silent under strongests its insensitivity to variations of light, despite the fac
exposure of light, fast illumination, movement of objects, that the “sensory layer” — the photocells — are all
etc. However, when they moved into another fiber, no re-highly sensitive light receptors. You may ask now, why
sponse was elicited when the light was suddenly turneaill this effort to make a light sensitive organ insensitive
out, but strong responses were obtained when, for |into light? However, you will see in a moment the inter-
stance, the shadow of a straight-edge appeared in the vésting feature of this net. If now an obstruction is placed
sual field. Again this fiber remains inactive for all other into the light path (fig. 10b), the edge of this obstruction
kinds of stimuli. In a delightful article entitled “What will be detected at once, because the only neuron which
the Frog’s Eye Tells the Frog’s Brain”, Lettvin and his will now respond is the one on the edge of the obstruc-
colleagues reported their findings. Moving from fiber to tion, receiving insufficient inhibition from only one of its
fiber they found that “the output from the retina of the neighbor photocells in the light, while the other one is
frog is a set of four distributed operations on the visualin the shade and silent. In other words, this net “com-
image. These operations are independent of the level giutes” the environmental property “edge”, independent
general illumination and express the image in terms pfof its location and independent of the strength of illumi-
(1) local sharp edges and contrast; (2) the curvature ohation. The efferent fibers of this network will be active
edge of a dark object; (3) the movement of edges; ananly if edges are present in the visual field of this one-
(4) the local dimmings produced by movement or rapiddimensional “retina”.
general darkening.”

At first glance these “operations” appear to be quijte
mysterious. Are there special fibers which are sensi- *+**
tive only to edges, curves, or other geometric proper-
ties? No, this is impossible. Because, first, these propel
ties are distributed properties, revealing themselveg onl
when neighborhoods are inspected; second, all neuror
are more or less alike and no specificity for certain sti
ulation can be explained.

It was perhaps an accident that about the same tim
when these observations were made, we in the Biolpg *
ical Computer Laboratory of the University of Illind®s
were in the midst of a comprehensive investigation of the
computing capabilities of large networks particularly sp-
called “periodic nets”, which are characterized by a pe-
riodic repetition of one and the same connection pattern
hence by a repetition of one and the same computation:
operation. The study of these periodic structures prove«
to be most rewarding and led to important clues in qur
understanding of the problem of “cognition” not only i
the frog, but also in higher animals, including man.

Figure 10a gives an example of such a periodic one- b
dimensional net. A series of photosensitive elements @rg;gure 10. Periodic neural net (a), which computes the @mnental
connected to a series of corresponding idealized neurongroperty “edge” (b), independent of location and size ofatj and
such that the left and right hand neighbor neuroniis singly independent of strength of illumination.
inhibited, while the associated neuron is doubly excited

This connection scheme repeats itself periodically over Although this network is admittedly simple, it can
the entire strip. With all thresholds equal and slightly 8t€ct an environmental property which cannot be de-

above zero, clearly, if all photo cells are uniformly illu- (€Cted by the nervous system built into us. Consider the
minated, the neural net will not respond, irrespective ofSIMPI€ fact that any finite, one-dimensional obstruction
whether the illumination is strong or faint, because theMust have two edges (fig. 10b). If N objects obstruct the
double inhibition converging on each neuron from ph toligt path to our edge detector, 2N neurons will be ac-

cells to the left and right will cancel the double excitation V€ @nd their total output divided by two gives exactly
coming from its corresponding photo cell the number of objects in the visual field of that retina.

In other words, this strip sees each different number of
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objects as a different entity, say, “seven-ness”, “twenty-are “abstracts” that are linked to the constraints by the
ness”, etc., as we see different electromagnetic frequerstructure that is generated in the universe and also per-
cies as different colors "red-ness”, "green-ness”, etc. Anceived by the system. The information about presence
electronic model of a more sophisticated version of suctor absence of some environmental features is transmit-
a counting network | have exhibited in the hall. It is the ted in these systems in form of a universal language
“Numa-Rete” which | had mentioned already in my in- whose symbols are periodic or aperiodic trains of elec-
troductory remarks (fig. 1). Its small receptor field con-tric pulses. As we understand it today, the sensory ap-
sists of a quadratic array of 20 20, that is 400, light| paratus is not “like a camera” that just projects a pic-
sensitive cells each of which produces an electric potenture of the world into the brain, but is a highly sophis-
tial when illuminated. Compared to the human eye, thisticated computer system that transmits to the brain se-
is a very small sensory organ indeed, because we couhgctive, structural information. Since at each operationa
in the human retina over five million such light sensi- level in this system the “input” can be taken as the “en-
tive cells: the cones and the rods. While in the humarvironment” for the higher operational levels, information
eye a multitude of neighborhood relationships of shapesf the “self-state” of the system can be processed equally
that are projected on the retina are computed by the imwell (Homunculus). In the normal person information of
mediately following post-retinal neural networks, in our “self-states” are usually coded such that they are distin-
Numa-Rete the “neighborhood-logic”, i.e., the mode pfguishable from true environmental information. In some
interaction between neighboring elements in the compathological cases, however, we know that this distinc-
puter net that follows the sensory layer, computes onlytion collapses. In hallucinations the patient, for ins&nc
one geometrical property presented to the stimulus fieldhears” that invisible chickens are talking to him, etc.
of the sensors, namely, “having at least one neighbor that | am going to embark now into the description of the
is also not illuminated”. If cut-outs of various geomet- contents of my second parcel that deals with the inter-
rical shapes are placed on this “retina”, all cells coveredaction of automata in an environment with constraints.
by these cut-outs form — so to say — a coalition which By interaction | am, of course, referring essentially to
responds in unison if only one cell of this coalition is interactions for the purpose of communication and not,
interrogated by a scanning pulse. Since each coalitioms it may be interpreted, in terms of these fellows just
responds only with one “here” when asked, the numbebouncing into each other, or kicking each other in a fight
of replies is identical with the number of shapes placedor food or for the charms of a third automaton. Al-
on this retina, independent of shape, location and size ahough these latter forms of interaction are doubtless spe-
these shapes and independent of the level of illuminationcial cases of communicative endeavors.
Such a process is called an “abstraction” because itfab- Although the problem we are facing is one of much
stracts from the stimulus field which contains plenty pf higher order than the previous one, because now we have
information regarding size, color, shape, roughness, illuto deal with “representations of representations” of struc
mination, etc, etc., onlpneproperty, “connectedness”, tures, we are well prepared to cope with the new difficul-
which is invariant to all variations regarding the previ- ties, because most of the basic concepts | am going to
ously mentioned environmental properties. Hence, weemploy, | have explicated already in my earlier remarks.
say that an “abstractor” computes an “invariant”, or an  Let me again open the discussion with a diagram that
“abstract”. We are today in possession of a general themay help to illuminate the situation (fig. 11). In contrast
ory of the required interaction between neighboring el-to Figure 2, in which | had only one system that was in
ements in networks so that these networks compute aclose contact with Universd, | have now two systems
almost infinite variety of abstracts as, e.g., straighthessS; and S, which receive information (arrows) from the
curvature, topological connectedness, motion of shapegnvironmentwhich is common to both. Of course, the in-
flicker, etc., in the visual field; chord and timbre indepen-teraction mode of these systems with their environment,
dent of pitch, voicing and variation of frequencies typical which is symbolized in this diagram by a single arrow
for definition of spoken phonemes in auditory percep-only, can be replaced for each system by the information
tion, etc., etd®1? flow diagram of Figure 2. Again, in contrast to the simple
With this brief detour into the gadgetry of cognitive situation of Figure 2 in which our system was faced only
systems | have concluded my narrative of the contentsvith a universe with given constraints, now each of our
of my first parcel. In summary we have seen that cognisystems is confronted with the additional complication
tive systems that exist in an environment with constraintghat he sees his environment populated with at least one
compute these constraints with the aid of appropriatelyother automaton that generates events in the Unikgrse
constructed networks. The result of these computationslenceS; sees in addition to the events generated by Uni-
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verseU those generated bg;, and since these event
take place inJ, | shall label thenJs; aid, conversely
systenS; sees in addition to events generatedJoghose

generated by, which | shall labelJ,. Hence, the sur-
prising upshot of this situation is that in spite of the fa

that both,S; andS,, are immersed in the same enviror

mentU, each of these systems sees a different envir
ment, namelyS; has to cope with(U,U,) and S with
(U,Us). In other words, the situation for both systems
asymmetrical, witlid being the only symmetrical part.

A

ST

U1 U2

A

S2

Figure 11. Diagram of information flow between two “systems”
coupled to the same “Universe”.

y

»
>

In anticipation of what | shall try to discuss in mor
detail in a moment, let me become a bit more spec
about this asymmetrical situation. Assume for the m
ment thatJ1, Uy, “the events generated” (& and$S; re-
spectively, are in some way or another representation
some structural features of the Univetse Or, to put it
more dramatically, assun& “says” something or “ges-

ticulates” something that is intended to convey some e

vironmental features known t8;,. This activity | have
calledU;. Now assume, does likewise and represent
the same features ly. It is intuitively clear that these
two chaps will have a heck of a time to figure out th
they are talking about the same thing unless — and h
comes the crucial point— they succeed in adapting th
representations to a common denominator, or — in ot
words — if they succeed in eventually converging to lik
representations for like universal features. This proc
may be symbolically expressed by

U1 UZ

~ 7

Uo
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s where the arrows indicate the convergence process, and
Up stands for the final, universal “language” spoken by
both systems. You may note that when this paradisical
situation obtains, the initial asymmetry for our two sys-

cttems ceases to exist, because b&hand S, see the

1- same univers@J,Up). Evolutionary processes that acted

onselectively for the last two billion years on the develop-
ment of our brain have succeeded to a certain extent to

islet our neurons speak a universal language. With only a
few interruptions man has attempted for the last 500,000
years to proceed along similar lines to improve his pow-
ers of communication. One interruption for instance,
is reported in Genesis 11:1-9, when God punished the
would-be builders of Babel’s tower by suddenly letting
them speak in different tongues. Again today, He seems
to have similar ideas in mind by sending us the “look-
say” boys, the “New Webster Dictionary” boys and the
“Madison Avenue” boys. Only this time He is so kind as
to punish only those who accept their gibberish.

The rest of my time | shall devote to the process of
convergence into a universal language. Since | believe
this process to be of considerable importance in our un-
derstanding of the basis of communication and its non-
trivial consequences, let me recapitulate the idea with the
aid of Figure 12. Let us assume that certain environmen-
tal features (three people) in our Univet$are observed
by two system$,; andS,. Both systems carry now an in-
ternal representation of these features. | indicated these
representations by sequences of pulses in order to remind
you of the electric pulse activity of the neurons. Our two

e systems, in turn, proceed now to represent these obser-

ficvations in form of external activity, which in both cases

o-maintains some of the environmental structure, but the
representation is different f@& and$, namely,U; and

s df2, respectively. At this point commences the conver-

gence process which will bring about three major effects:

1. Auniversalrepresentation of environmental struc-

:n-
tures.

s 2. A uniquerepresentation of environmental struc-
tures.

at 3. Atransition from representation symbolization

ere . _ . L
eir Since | am going to catch these three impressive flies

h ey\/ith only a single stroke — the “convergence process”
e let me give you, at least, a few plausibility arguments
asgwat this process has indeed a considerable chance to suc-
ceed. The first argument involves the particular way in
which the information about the environment is chased
around and around between the two syst&nand$S,.

This is best seen in Figure 11 if you follow the arrows
from S to U; to S, to Uz to S and so on and so on.
However, at each instance of representation, the systems
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have a chance to compare their representations with
universe, and in the case that, s&yregisters deviations
between its internal representationdjodndU,, he may
give a correcting signal t&. Likewise,S may deliver
such a signal td&;, which causess, in turn, to make

thiedeed to a fixed value.

I shall now present another plausibility argument
about the convergence of representations made by our
two systems which is based essentially on the observa-
tion that our systems, immersed in the same universe, are

further corrections, and so on. In the engineering sci-also faced with the same constraints in expressing their
ences, such a circular causal loop is called a “feed-backinternal representations. Since this is supposed to be a
onglausibility argument only, let me forgo all mathematical
to and generalized rigor, and let me explicate this idea on a
otoncrete storif.

system, because the information about certain deviati
are “fed back” to the system which is now in a position
react so as to reduce the deviation. | may remind you
the “volume control” in your radio that is a gadget whic
measures the power that is delivered to your loudsped
and compares it with the value that you desired wh
you set the knob into a particular position. If, for som

reasons, the deviation between actual power and desi
power is positive, this deviation turns down the ampli

fiers until the deviation vanishes; and, conversely, if t
actual power fades away, the negative deviation turng

the amplifiers until again the difference ceases to exist.

n

12

., | LB LU ¢,
LUfJ L

d

Figure 12: Diagram suggesting the transformation of ermirental
structures into internal representations, external reggnetations and,
finally, their convergence into symbols.

“Cybernetics” a whole new science has such cont
mechanism at the core of its study, and | can only rep
to you that we know that these systems, after a few os

Figure 13: Clay tablet of a Sumerian mathematical table effiburth
millennium B.C.

a
Figure 14: Development of styli for writing Sumerian nunisra
Ancient (a) and “modern” (b) forms.

My story begins approximately 5500 years ago when
in the lower Euphrates River Valley a Sumerian scribe
prepared the mathematical text reproduced in Figure 13.
The numerals representing the appropriate numbers are
“written” by pressing a cylindrical stylus into soft clay.
Presenting the numbeksbetween 1 and 9, the stylus is
held in a tilted position antl impressions are made. The
middle column in Figure 13 reads these numbers from
ropottom to top. This method of writing was the standard
orprocedure for Sumerians at that time. Clay was abun-
cildant, dried quickly in the hot sun, and the inscribed tablet

lations (which you barely hear in a good radio), conver
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of clay, being soft and malleable when wet, and hard ande achieved. But convention is working only if it is uni-
persistent when dry, the properties of wood which carversally accepted. A symbol is a riddle if it is not ex-
be cut into convenient shapes, etc., all these propertigslained. And every explanation is a further extension of
define the constraints that shape the modes of represeits universality. | shall return to this point in a moment.
tation for our “systems”, that is the Sumerians, who grePresently | would [like] to show first the gradual transi-
immersed in the same environment, the lower Euphrateson of representational “pictograms” to highly stylized
River Valley. representational forms (fig. 16.) This transition is be-
If these tools are very frequently used, as we havdieved to have taken place in the two millenia of Sume-
ample reason to believe, it becomes quite obvious that d@an [cultural?] activity between 4000 and 2000 B.C. As
cylindrical stylus can be used differently, for instance,we go down the various rows it is clearly seen how the
by pressing it perpendicularly into the clay, and also,constraints imposed by the writing tools strongly mod-
that the form of the stylus itself may be changed in or-ified the early pictograms given in the top row. Simul-
der to give impressions of different character. In Fig-taneously with the departure of structural representation
ure 14 | give you the two types of Styli as they proba-goes an increase in the possibility to represent various
bly evolved in Sumer between the fourth and the thirdentities in connection with appropriate modifiers. While
millennium B.C., the stylus with triangular cross-section the pictogram at the top of the right hand column indeed
being the later development and giving rise to the typesays “foot”, after two thousand years of stylization (bot-
of writing we call “cuneiform”. A calligraphical masterq tom row) it may say “walking”, “running”, “delivering
piece, and by the way an important mathematical texta message” and, probably “playing footsie” if associated
is reproduced in Figure 15 which is estimated to havewith other signs which give it the appropriate modifica-
been prepared in the second millennium. | have chosetion. Nevertheless, with sufficient imagination, the orig-
these examples to show how strongly the constraints|ininal representational forms of early times may be traced
herent in the tools of expression define the structure oback from later representations.
the whole “language”, if you take language in a general However, around the turn of the second millennium
sense as the totality of the vehicles of communicationB.C. this situation changed drastically. A new people
However, there is another point which can be made withwith an entirely different language and culture moved
these examples, namely, that by changing the modalitinto the Euphrates River Valley, absorbing and utilizing
of representation, “that which is referred to” may also bewhatever they found useful, eventually supplanting and
changed. In the early mathematical tablet (fig. 13), usesradicating the Sumerian ethnic element. As it is mostly
has been made of this possibility. There are two kindshe case with great conquerors, they do not suffer from
of impression, the one kind is made with the tilted sty-too much educational ballast. In this particular case they
lus, the other kind with a stylus held in a perpendicularcould neither read nor write. In order to show that this
position. We know today thatl impressions of the lat-| fortunate circumstance provided a turning point in the
ter form are numerals standing for numbersNOfor | history of mankind, because in one stroke, it transformed
example, four round holes is the numeral for 40, etc. [Tathe whole body of Sumerian writing from a representa-
put it even more concisely we may say théitflat holes” | tional formalism into a symbolic algorithm, | have to ex-
stand folN x 1, whileN “round holes” stand foN x 10. | plain their linguistic differences.
Clearly, the number of holeepresentsn both cases the The Sumerians, a non-semitic people, spoke a lan-
number of entities which it is supposed to represent, buguage similar to Chinese, with monosyllabic nouns and
by changing the modality of representation “flat hole” modifiers “RAS”, “TA”, “PUM”, etc., standing for en-
— “round hole” one changes the represented entitiestities as, perhaps e.g., “geometry”, “palace”, “cocktail
“ones” — “tens”. However, | venture to say that not party”, etc. The invaders, a semitic people, who es-
even the wildest imagination will be able to dream up atablished themselves later in Babel, hence referred to
representational correspondence between as Babylonians, spoke a multi-syllabic semitic language
similar to Hebrew, where inflections of nouns and verbs
are generated by insertion of vowels between three con-
sonants which define the root of the word. For instance

) ) PRS is the root for aPaRas “l cut”, iPaRas “he cuts”,
In this case representation has been abandoned and NQBRr s “he has cut” etc.

representational symbolization has begun. Since in the
structure of these holes there is absolutely no hint as to
their “meaning”, it is purely by convention that a corre-

spondence between a symbol and what it stands for can

flat hole < one

round hole<= ten
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. igure 16: Formalization of pictograms through constraimnposed
From the Sumerians they learned the remarkable ea{y writing tools. This development is estimated to haventgkace in

that sounds can be written. To take the above artificial ex- a period from the 5th to the 3rd millenium B.C.
ample, they learned that geometry which is pronouni|ed
RAS, is representable by some cuneiform combinatipn. At this point it seems that | deny symbols all refer-
Why not use this cuneiform combination to write the lasténce to structure. Certainly, | do not hold this position.
syllable of iparas? Indeed, this is what they did. With | maintain, however, that the symbol-structure relation-
plenty of mono-syllabic sounds available in Sumerian,ship manifests itself in a rather abstract and not so ob-
almost all Babylonian words could be transcribed by thisvious way, because symbols carry rules of connectivity
phonetic method. It is to be noted that no attention wagind not so much rules of entity. A symbol may be com-
paid to the Sumerian meaning of these sounds. As a gorpared to an atom which can form compounds only with a
sequence, a certain cuneiform combination that soun egmall number of other atoms but remains inert to the rest
when read i-pa-ras, meant “he cuts” in Babylonian, butof them. Take, for instance, these “molecular” sentences:
may mean in Sumerian "horse — father — geometry”.
It is clear that with this forceful transition of th
meaning of signs, all connections with their original (ji) 4 + 4 = green.
structural representation were lost, and these signs|as-
sumed the detached character of symbols. With this'he disturbing thing about these sentences is that they
transition, | believe, the power of abstract symbolic op-are neither true nor false; they are nonsensical. The con-
erations was discovered, and the rapid development diection rules of the symbols has been violated in these

mathematics, astronomy and law during the Baby- lonjarexamples. “Identical” sets up a relation between two en-
reigh may support my conjecture. tities. “Socrates is identical with Plato” is a sentence tha

gives sense, although it happens to be a false proposition.
The compound “4 + 4 =" requires a number to follow.
Putting “6” at the end is fine! It's a good guess. But
“green” is an operator with an entirely different struc-

Figure 15: Babylonian mathematical text of the 16th centi§.

(i) Socrates is identical.
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ture. This indicates that somehow structure is still pre-nervous systems. Nevertheless, the “hierarchists” go on
served in symbolical discourse, but in a syntactical ando advertise aummum bonupupon which there can’t be
not in a representational sense. The language of symboln agreement as we have just seen. This topic is there-
has, so to say, its own logical gramrhar Uniqueness| fore a truly inexhaustible source for lecturing, preaching
in symbolic expressions is established in the same sensnd writing.
as pieces of a jigsaw puzzle can be put together in gne, Next | have to remove another fallacy that creeps
and only one, way. It is the neighborhood relationshipinto the discussion of aesthetic values, namely, the be-
amongst the various pieces — the symbols — that putsief that these values arc some objective properties of the
them into place. universe. From all that has been said so far the nonsen-
With these remarks | have come to the end of mysicality of this proposition is obvious. If there is no ob-
paper “Form: Perception, Representation and Symbolserver in this universe, who is going to make the decision
ization”. | have briefly touched upon the mechanisms|ofof whether or not A is better than B? Clearly, we need a
perception that filter out some structural entities in thesystem which possesses an internal representation of the
universe. | have sketched the modes of internal represerstructures A, B, C ... etc. Comparison is therefore made
tation of these structures and | have alluded to the conamongstepresentationsf A, B, C ... andif our system,
straints in the universe that again shape representatioqger chance, comes up with a choice, this choice must ful-
when projected externally for the purpose of communi-fill precisely the following requirement in order to be re-
cation. Finally | have attempted to make it plausible thatgarded as a choice at all: It must be communicable. This
an error-correcting circular information flow mechanism does not mean that this choice has to be communicated,
between two systems eventually transforms representatonly means that, in order to finalize any choice it must,
tions into unique and universal symbols whose logicalin principle, be capable to be withnessed. Hence, we need
connectivity preserves environmental order. at least a second automat8nthat witnesses the choices
Nevertheless, permit me to give you, so to say, as awf our aesthetic automatd®. What does our withess
Appendix to my story an application of these ideas to a$; lean about the universe while listening $g's value
problem that has puzzled many generations of philosojudgments? Very little indeed. Howeves; leans a lot
phers. | refer to the class of problems which usually goaboutS;.
under the title “Theory of Values”, that is the theory that ~ Hence, you can see why | am so impatient to have
copes with questions of the form “Why does X prefer A my little automata finally built. Because | am going to
over B?"; “Is A better than B?”; “What are the condi- ask them what they think about Pop-Art. Whatever they
tions for A being better than B?”, etc. Aesthetics, or thewill say, you can be sure | shall learn a lot about my little
theory of the conditions that make A “more beautifu]” automata.
than B, belongs into this class of problems. If my uni-
verse, populated with two automata is worth your timeTransactions of the Allerton Conference 1962 sponsored
and patience in listening to me, this simple model shouldby the Society of Typographic Arts, Norman Perman, Ed-
be able to throw some light on this perennial question| itor. October 19-21, 1962.
First, let me eliminate one pitfall in discussing these
guestions, namely, the belief that values can be presented
in a hierarchical order only. By this it is usually meant
that all entities in competition can be finally lined up lik Notes
horses on a race track, one being the best, another|one
the next to the best, etc. This idea has lead to the pos- American Collegiate Dictionary. Harper & Brothers, New Kor
tulate of asummum bonupan “ultimate best”, which is| (1948). (It may be noted that Webster's New World Dictiond§y50,
supposed to be second to none. Alas, in actual ch ic%oezsA”_OI ‘:Ise t;e ;j‘st'f-’z e of ArstoteSmih
situations this charming thepry does not hold up to theJ_ A :ns doRi'Ss‘eW_8_’“(“2:1‘;‘?‘)':”\’;;'_”\/’ 78 11:; 0532_ OQ?O?QEE(BTI '
facts. A man — andh fortiori one of our automata —

. . 3Von Foerster, H.: “Communication Amongst Automata’, Am. J.
given the choice between apples and prunes may ch0o$g, chiarry118, 805-871, (1962).

prunes; given the choice between prunes and grapes may “Weston P.: “Photocell Field Counts Random Objects”, Etetts,
choose grapes; and given the choice between grapes apgl 44-46, (September 22. 1961).

apples may choose apples. This “heterarchical” arrange- 5schopenhauer, A.: Uber die Freiheit des Willens'Samliche
ment of values can be derived from the finitude of ourWerke Bd.6, p. 159 ff. A Weichert, Berlin.

systems. It has also been shown that this pattern of cir- 6Von Foerster, H.: "Perception of Form in Biological and Man-

; ; i ot ade Systems”; irindustrial Design Education AssrE.J. Zagorski
cular choices is a consequence of the organization of Ld), Superior Printing Co.. Urbana, pp. 10-37 (1962)
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